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ABSTRACT

As part of developing a record linkage algorithm
using de-identified patient data, we analyzed the
performance of several demographic variables for making
linkages between patient registry records from two
hospital registries and the Social Security Death Master
File. We analyzed samples from each registry totaling
6,000 record-pairs to establish a linkage gold-standard.
Using Social Security Number as the exclusive linkage
variable resulted in substantial linkage error rates of
4.7% and 9.2%. The best single variable combination for
finding links was Social Security Number, phonetically
compressed first name, birth month, and gender. This
Jfound 87% and 88% of the links without any false links.
We achieved sensitivities of 90% to 92% while
maintaining 100% specificity using combinations of
social security number, gender, name, and birth date
fields. This represents an accurate method for linking
patient records to death data and is the basis for a more
generalized de-identified linkage algorithm.

INTRODUCTION

Because the information needed to answer important
health research, management, and policy questions is
usually scattered across many independent databases,
methods for accurate linkage of patient records from
independent sources are critical. Researchers have
successfully used a variety of linkage methodologies[1,2].

Automated linkage methodologies are conceptually
divided into two broad categories: deterministic and
probabilistic.[3] Deterministic algorithms employ a set of
rules based on exact agreement/disagreement results
between corresponding fields in potential record pairs.
Such algorithms are designed to match on a reliable
identifier with high discriminating power and then
perform verification using additional parameters. For
example, linkage may be attempted using Social Security
Number (SSN), which is then verified by first and last
names.[1] If linkage is unsuccessful, one uses another
composite key such as first and last name verified by
other identifiers.

Probabilistic algorithms use statistical methods
(2,4,5]. Frequency of identifier agreement and
disagreement is derived from potential linked and non-
linked record-pairs in the data sets. From this information,
likelihood scores are calculated for each potential record-
pair[5]. The likelihood scores for all potential record-
pairs ideally form a bimodal distribution where low scores
represent non-links, high scores represent probable links,
and intermediate scores represent indeterminate links.

In addition to exact matching, methods exist for
establishing agreement between fields such as
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approximate string comparison[6], phonetic encoding,
and nearness metrics[7].

Although probabilistic methods may discriminate
better than deterministic methods, in some cases their
results require human intervention, and agreement
likelihood information may not be readily available for all
data.[8] Additionally, deterministic approaches often
require less development time and still achieve acceptable
results[1,3,4].

While much information can be gained from linked
databases, steps must be taken to assure confidentiality of
patient records.[9] We are developing a linkage method
using data de-identified by a one-way hash function
[10,17]. Nearness metrics cannot be used for data de-
identified in this way because nearness information is lost
in hash functions. Therefore, we must find other
mechanisms to reduce variation that might otherwise be
accounted for by nearness measures. It is important to
avoid mechanisms that require human supervision,
because that would break confidentiality in many
circumstances, and the cost of supervised matching can be
high. Consequently, we have implemented a
deterministic, or exact match linkage method.

METHODS

This work was performed as part of the Shared
Pathology Information Network (SPIN) project for which
we received IRB approval. Using records from two
hospital systems’ patient registries, our goal was to
maximize the chance for an individual to link to the
Social Security Death Master File (SSDMF) even after
applying a one-way hash function to all identifiers. This
problem has general relevance to all medical databases
and registries because a match to the SSDMF provides the
best indicator of vital status (i.e. whether the patient is
living or deceased). Mortality is an important outcome
variable for many research questions[11] and we believe
the SSDMF is the best source for that data.

The SSDMF is a publicly available database
containing demographic data for over 65 million deceased
individuals. A one-time snapshot can be purchased for
$1,750 and monthly updates are available for $6,900 per
year. The database has fields for SSN, name, date of
birth, date of death, state or country of residence, ZIP
code of last residence, and ZIP code of lump-sum
payment. The Social Security Administration (SSA)
receives approximately 90% of its death notifications
from funeral homes, friends, and relatives of the
deceased; postal authorities and financial institutions
contribute another 5%. The remaining 5% are derived
from computer matches with Federal and State agency
data. The file is updated with additions, deletions, and
modifications on a weekly basis.[12] The SSA maintains



that absence from the database is not proof the patient is
alive because some deaths are not recorded. The CDC
lists 2,391,043 decedents for 1999 compared to 2,154,018
(90.1%) included in the SSDMF for that year.

For this study we used patient registries from two
hospitals in central Indiana. Hospital A is a public inner-
city hospital system with a large Medicare/Medicaid
population. Hospital B is a private urban hospital system
that invested in extensive patient registry clean-up in
1999.

Selecting Indiana Death Records: Patient registries
were obtained in December, 2001. We developed an
Indiana subset of the SSDMF to speed up the matching
process described below. An SSDMF record was included
in this subset if any of the fields indicated the patient
worked in, lived in, or obtained their SSN from Indiana
using following data in the SSDMF: first 3 digits of SSN
in the range 303-317; ZIP code for last residence or lump-
sum payment ZIP code in the range 46000-47999; or an
Indiana state of residence.

Preprocessing: Names and other variables can
include variations and errors such that exact string
matches may fail when a human reader might recognize
them or the equivalent (e.g. “Jim” and “James”). To
achieve de-identified matching, we plan to apply a one-
way hash function to all fields before attempting linkage,
and all information that could help in close matches will
be lost. We thought that pre-processing names using a
phonetic compression algorithm would help overcome
such variations and errors. There are several phonetic
compression algorithms; examples include Soundex[13],
Metaphone, and the New York State Identification and
Intelligence System algorithm (NYSIIS).[14]  The
NYSIIS algorithm has high discriminating power.[15]
NYSIIS codes for first and last names were generated for
each data set.

To eliminate last name, first name order reversal
errors, we converted names from base 27 (A-Z) to base
10, summed them together, and re-converted to base 27.
In this way “JOHN SMITH” and “SMITH JOHN” both
produce the sum “SWYAV”. We applied this same
process to the NYSIIS-transformed first and last names.

Gender was available in the patient registries, but the
SSDMF contains no fields for gender. When gender was
missing from the hospital registration we imputed it using
the non-intersecting names from the top 1000 male and
female first names derived from 1990 U.S. Census data.
We did the same for all SSDMF records.

Birth date and SSN are also subject to errors, but

there is nothing analogous to Soundex-like rules for these
variables. To accommodate errors in birth date, we
decomposed it into month, day, and year variables; we
used various combinations to attempt linkage. When SSN
was erroneous we used other linkage criteria such as full
name, birth date, and gender.

We preprocessed the data from each of the candidate
match fields shown in Table 1. Because identifiers such as
race, mother’s maiden name, and institutional identifiers
that were present in the hospital records were not present
in the SSDMF, they were not included in matching rules.
We used only the preprocessed variables in our analysis.
In the context of anonymous linkage, we could perform
this preprocessing at each source system before applying
a one-way hash without compromising confidentiality.
However, we examined the performance of both the raw
and NYSIIS names. The preprocessing was intended to
increase the chance of a correct match.

Manual Analysis: We developed a gold standard for
measuring the error rates of the linkage variables and for
comparing the matching accuracy of various
combinations of these variables as follows. Using SSN as
the single identifier, we linked the patient registries to the
Indiana subset of the SSDMF resulting in potentially
linked record pairs. If a hospital record linked to more
than one record in the SSDMF, the first record pair was
used. As the first stage, we obtained a random sample of
n=1000 record-pairs from each institutions’ potential
links. The two samples were then manually reviewed and
record pairs were labeled as correct or incorrect links.

Retrospective analysis of both 1000 patient samples
revealed that all incorrect links based on SSN alone
mismatched either on first names or birth years. In
hospital A, the 84/1000 manually-labeled incorrect links
were found among record pairs mismatched either on first
name or birth year. Similarly, in hospital B, the 39/1000
incorrect links were found among record pairs meeting
the same mismatch criteria.

To create a larger set of test cases, we took a random
sample of 5000 record pairs linked by SSN alone from
each hospital and manually reviewed all cases that
mismatched on first name or birth date. Of the 5000
record pairs in each sample, 1,367 record-pairs from
hospital A (27.3%) and 825 record pairs from hospital B
(16.5%) were manually reviewed and labeled as correct or
incorrect links. The n=1000 and n=5000 samples from
each hospital were then combined to form gold standards
of n=6000 record-pairs. We determined sensitivities and
specificities for multiple combinations of candidate

Table 1: Preprocessed identifiers

Identifier Values Preprocessing Rules
Social Security Number (SSN) 0-9 Remove non-numeric characters; nullify if not 9 digits; nullify if not valid
Last Name (LN) A-Z Remove non-alphabetic characters, suffix and prefix nullify invalid names.
First Name (FN) A-Z Remove non-alphabetic characters, suffix and prefix nullify invalid names.
Name Sum (NS) A-Z,zero  Produced after pre-processing of Last and First Names.
Gender (G) M,F If null, or # (M F), attempt imputation from first name list based on census list.
NYSIIS encoding of Last Name (LNY) A-Z,zero  Produced after pre-processing of Last and First Names.
NYSIIS encoding of First Name (FNY) A-Z,zero  Produced after pre-processing of Last and First Names.
Sum of NYSIIS Names (SNY) A-Z, zero Sum of LNY and FNY
Month of birth (MB) 0-9 Convert from alphabetic month, 0 if <0 or>13
Day of Birth (DB) 0-9 0if(<0or>31)
Year of Birth (YB) 0-9 0 if (< 1800 or > 2001)

306



linkage variables within these gold-standard record pairs.

Non-SSN Linkage: For SSN record pairs labeled as
incorrect links, we attempted a second linkage to the
Indiana SSDMF using first name, last name, gender, and
birth date. These were manually reviewed and labeled as
correct or incorrect links. The correct links not generated
by SSN were then compared to the initial incorrect SSN-
generated links.

RESULTS

A substantial number of patient registration records,
approximately 35%, lacked SSNs at each institution.
Only the hospital records with valid SSNs were used in
this study. When we linked these hospital records to the
Indiana subset of the SSDMF, 57,446 (8.4%) of hospital
A’s records linked to a record in the Indiana SSDMF, and
147,878 (10%) records from hospital B linked.

We used the patient registry records that linked by
SSN alone to the SSDMF to obtain the gold standard data
set of 6000 record pairs. Among the 6000 gold standard
record pairs, using SSN as the exclusive match variable,
hospital A had 550 incorrect links, indicating a 9.2% SSN
error rate, and hospital B had 281 incorrect links,
indicating a 4.7% SSN error rate.

Table 2 shows the individual identifier mismatch
rates among correct links based on SSN alone. Assuming
that the SSDMF carries the correct information, these data
provide an estimate of the error rates in the recorded
information for each of the listed patient identifier fields.
However, we cannot consider mismatches on first and last
names to be strict errors because interchange between first
names, nicknames and varying uses of first and middle
initials confound this comparison. Further, the gender
figures are not precise because all of the gender values in
the SSDMF file are imputed.

Table 2: Identifier Error Rates
Among Correct SSN-based Links

Error Rates (%)

Hospital A Hospital B

(n=5450) (n=5719)
Last Name 59 2.1
First Name 12.5 8.2
Name Sum 16.7 9.9
NYSIIS Last Name 39 1.5
NYSIIS First Name 9.5 7.2
NYSIIS Sum 12.3 83
Gender 0.6 0.6
Month of Birth 3.7 1.8
Day of Birth 8.4 53
Year of Birth 8.2 4.2

There are some interesting observations we can make
from this Table. Error rates were higher at hospital A as
compared to hospital B, which had invested in a major
clean up of their registration systems 3 years ago. It is
notable that the month of birth is more accurate than year
or day of birth. Also as expected, the NYSIIS algorithm
had a lower mismatch rate than raw names. However the
mismatch rate with NYSIIS was not zero, reminding us
that phonetic transforms do not equivalence minor name
differences like “Bill” and “Gill”.
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Among the record pairs not linkable by SSN, the use
of name and birth date criteria identified an additional 196
correct links between hospital A and the Indiana SSDMF,
while the same process identified another 109 correct
links in hospital B. Using these links we analyzed the
original SSN-linked record pairs for errors.

SSN errors consisted of three types shown in Figure
1. The most common error appeared to be due to spousal
mix-ups (56% hospital A, 39% hospital B) in that a
female of one record was linked to a male record sharing
the same last name. Typographical errors (41% hospital
A, 30% hospital B) and SSN collisions of unknown
etiology (3% hospital A, 31% hospital B) accounted for
the remainder of the errors. Figure 1 shows examples
using fictitious data.

Figure 1: SSN Error Examples

Typographicat Errors
SSN LN FN

Institution Data Z:\r-l p789 SMITH
o e Ly 123436789
N Lis 123446789

SMITH
Spousal Linkage

MB DB B
FRED M 12 20 1908
FRED M 12

30 1908
PAT 7 13

1914

JONES
COLLINS
X COLLINS
COLLINS

1917
1217
1S

MARY F 3 29
MARY  F 8 0»
M M4 3

Institution Data
SSOHMF Corr NHme
SSDMF Incorrect SSN Link

wed Collisions
PRATT DAVID M 1o
FRATT DAVID M 0

vy 238 76, 3
WILSON ERIN 517

1932
1932
1940

Institution Data
SSOMF Correct Name Link
SSDMF Incerrect SSN Link

The rows in Tables 3 and 4 describe sets of
identifiers that could be used for linking patients and their
corresponding false positive and false negative link rates.
The best single combination of identifiers for finding
matches was SSN, first name transformed by the NYSIIS,
month of birth, and gender. This combination found 87%
to 88% of the possible links without finding any false
links. Taking the union of more than one set of keys —
that is link by one set of keys, then link by another set of
keys, and include all of the links from any of these steps
in the final result — yielded an 89% to 90% link rate
without picking up any false links. Adding links on first
name, last name, and full birth date increased these yields
to 90-92%.

DISCUSSION

Hospital registries contain substantial numbers of
errors in SSNs that prohibit the use of SSN as a single
linkage key. Additional fields have to be added to avoid
incorrect links. Similar error rates in the SSN have been
reported previously.[16] Nearly half of the SSN errors are
due to spousal mix-ups, almost certainly due to a mix up
between the guarantor’s SSN and that of the patient, or
beneficiary. Additional linkage identifiers such as gender
and first name help to avoid incorrect links between
beneficiaries and guarantors. We recommend that health
care systems develop registration procedures to avoid the
incorrect assignment of guarantor’s SSN to a beneficiary.

Linkage criteria that include SSN combined with
variables from both name and birth date maximize the
match rate while keeping the false positive rate near zero.
Identifier variations are not independent; people with the
same last names may end up using the same SSN because
of beneficiary or other errors. The first name and



Table 3: Results of 6,000 random samples taken from 57,446 record-pairs
linked by SSN between Hospital A and SSDMF Indiana

Links Non-links
Linked Identifiers Correct  Incorrect Correct Incorrect  Sensitivity (%)  Specificity (%)
SSN Alone 5450 550 0 0 100 --
SSN, LN, FN 4541 7 543 916 83.2 98.7
SSN, LNY, FNY 4775 7 543 675 87.6 98.7
SSN, SNY 4782 7 543 668 87.7 98.7
Date Criteria:
SSN, MB, DB, YB 4557 2 548 893 83.6 99.6
SSN, FN, YB, G 4350 0 550 1100 79.8 100
SSN, FNY, YB, G 4496 0 550 954 82.5 100
SSN, FNY, MB, G 4724 0 550 726 86.7 100
N iteria without SSN:
LN, FN, MB, DB, YB, G 3996* 0 550 1650 70.1 100
Union of (FNY,YB,G), (FNY, MB, G), 5053 0 550 593 895 100

and (LN,FN,MB,DB,YB)

* Potential links for non-SSN matches = 6196

Table 4: Results of 6,000 random samples taken from 147,848 record-pairs
linked by SSN between Hospital B and SSDMF Indiana

Links Non-Links
Linked Identifiers Correct Incorrect  Correct Incorrect  Sensitivity (%)  Specificity (%)
SSN Alone 5719 281 0 0 100.0 -
N Criteria;
SSN, LN, FN 5157 2 279 562 90.2 99.3
SSN, LNY, FNY 5247 2 279 474 91.7 99.3
SSN, SNY 5245 2 279 474 91.7 98.9
Date Criteria:
SSN, MB, DB, YB 5216 2 279 503 91.2 99.3
SSN, FN, YB, G 4997 0 281 722 87.4 100
SSN, FNY, YB, G 5048 0 281 671 88.3 100
SSN, FNY, MB, G 5181 0 281 538 90.6 100
te Criteria without SSN:
LN, FN, MB, DB, YB, G 4776* 0 281 1052 81.9 100
Union of (FNY,YB,G), (FNY, MB, G), 433, 0 281 497 915 100

and (LN,FN,MB,DB,YB)

* Potential links for non-SSN matches = 6109

gender provide important protections against such errors.
Gender is included to avoid the theoretical possibility of
an incorrect NYSIIS linkage between family members
with similar first names who share SSN and birth date
parameters.

The preprocessed linkage variables that perform
reasonably well in this study are suitable for a de-
identified linking mechanism. After being preprocessed at
the local information system, identifiers can be encrypted
via a secure one-way hash, using a one-time seed shared
by all sites. The hashed keys can be sent to a trusted third
party for linking and that party can assign random codes
to each patient.[17]

We restricted the matching to the Indiana subset of
the SSDMF to limit file size and computer time. To find
all possible deaths in a local population of patients, one
would link to the entire SSDMF. We would expect to
find more links between patients in the registration files
but also to encounter higher error rates, because the larger
number of individuals in the target file would provide
greater chances for links between different individuals
who happen to have the same identifiers.

These results are based on modest sample sizes, and
further analysis of larger populations is warranted. Our
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methods apply to decedent matches and patients from the
Midwest. This may not generalize to other populations
with high percentages of Hispanic or Asian names. By its
nature, the death index contains an older population;
linkage performance in a younger, more diverse
population may differ. Further, assuming that the SSDMF
file contains much cleaner data than the average hospital
registration file, we would expect a lower link rate and
more errors when data from both files are derived from
patient registries.

This is an accurate method of linking patient records
to death data, and will be the basis for a more generalized
de-identified linkage algorithm. Future work includes
linking registry data to the entire SSDMF to study the
error properties and match rates using a larger data set.
Work will also be directed toward improving non-SSN
name matches. We will also consider use of some
statistical properties such as name and birth date
frequencies to improve matching precision.
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